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1. (a) Suppose (Xn) is an independent sequence of random variables.
For c > 0 let Xc

n := XnI(|Xn|≤c). Suppose that
∑

P (|Xn| >
c),

∑
EXc

n,
∑

Var(Xc
n) are all convergent. Show that

∑
Xn con-

verges almost surely. Hint : If EXn = 0 and
∑

Var(Xn) < ∞
then

∑
Xn converges a.s. (10)

(b) By considering the distributions of X1+···+Xn

n
where the (Xn) are

appropriate i.i.d’s with P (Xn = ±1) = 1 , show that a sequence
of distribution functions converging weakly to a limit distribution
need not converge to the limit distribution at the points of dis-
continuity of the limit distribution. (10)

(c) Let h : R → R be measurable and let Dh = {x : h is not
continuous at x}. If µn ⇒ µ and µ(Dh) = 0 then show that
µn ◦ h−1 ⇒ µ ◦ h−1. (6)

2. Let for each n ≥ 1 ,(Xnk)
rn
k=1 be a finite sequence of independent random

variables with EXnk = 0 and σ2
nk := EX2

nk < ∞. Let Sn = Xn1 + · · ·+
Xnrn and s2

n = V ar(Sn). Suppose that Lyapunov’s condition holds viz.
for some δ > 0

lim
n→∞

1

s2+δ
n

rn∑
k=1

E|Xnk|2+δ = 0

Show that Sn√
sn
⇒ N(0, 1). (6)

3. Let {µi : i ≥ 1} be sequence of probability measures on R. Show that
there exists a stochastic process (Xn) on some probability space such
that for each n, Xn has distribution µn. (11)

4. (a) Let F be a continuous distribution function on R. Show that F =
Fac + Fs, where Fac is absolutely continuous and Fs is singular.
Show that the decomposition is unique. (10)
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(b) Let X be an integrable random variable on (Ω,F , P ). Let G ⊆ F
be a sub σ-field. Show that the conditional expectation E[X|G]
exists and is unique upto null sets. (10)

(c) Let X be a Rj valued random variable and Y be a Rk valued
random variable on a probability space (Ω,F , P ). Suppose G is
a sub σ-field of F . Suppose that X is G measurable and Y is
independent of the sigma field G. Then show that

P ((X, Y ) ∈ H|G) = f(X)

where f(x) = P ((x, Y ) ∈ H). (10)

5. (a) Let X be a random variable on (Ω,F , P ) and let G be a sub σ-field
of F . Let φ : IR → IR be a measurable function such that φ(X)
is integrable. Show that

E[φ(X)|G](ω) =

∫
IR

φ(x)µ(dx, ω) a.s

where µ(dx, ω)is the conditional distribution of X given G. (12).

(b) Let (Xn,Fn)n≥0 be a martingale. Let (Wn)n≥1 be a sequence of
non constant , bounded random variables. State sufficient con-
ditions on the sequence (Wn) so that (Yn,Fn) is a martingale,
where

Yn := X0 + W1∆X1 + · · ·+ Wn∆Xn, n ≥ 0.

Prove your result. (5)
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